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§ The exponential family
§ Motivation/Intuition
§ Examples

§ Generalized linear models (GLMs)
§ Design ideas
§ Workflow



The exponential family
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Motivation

§ In the regression problem
§ In the classification problem

§ Whether these distributions can be uniformly represented?

§ If P has a a special form, then inference and learning come for free 
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The exponential family
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§

§ 𝑦: data label (scalar)
§ 𝜂: natural parameter 
§ 𝑇(𝑦): sufficient statistic
§ 𝑏(𝑦): base measure, depend on 𝑦, but not 𝜂 (scalar)
§ 𝑎(𝜂): log partition function (scalar)



Example 1: Bernoulli distribution

§ Bernoulli(𝜙)

§

§
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Example 2: Gaussian distribution with 𝜎) = 1

§ Gaussian(𝜇, 1)
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An observation
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§

§

§



Log Partition Function
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§

§

§

§ Takeaway: In this way, once we’re in the exponential family, we get 
inference “for free” meaning in the same way for every member 



Quiz: Gaussian distribution with 𝜎)

§ Gaussian(𝜇, 𝜎!)？
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Some Facts About Exponential Models
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The GLMs
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Three assumptions/design choices
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Design choice



How linear regression belongs to GLMs?

§ Consider the label 𝑦~𝑁(𝜇, 𝜎!)
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Assumption 2

Gaussian distribution

Assumption 1

Assumption 3



How logistic regression belongs to GLMs?

§ Consider the label 𝑦~Bernoulli 𝜙

§ Another reason for the definition of logistic regression
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Assumption 2

Bernoulli distribution

Assumption 1

Assumption 3



§ Model formulation

§ Maximum log-likelihood

§ Gradient ascent to optimize

Workflow of GLMs
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Summary

§ The exponential family
§ Motivation/Intuition
§ Examples

§ Generalized linear models (GLMs)
§ Design ideas
§ Workflow
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